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1. Introduction 
 
Most of the existing automatic speech recognition 
(ASR) systems generate word hypotheses by 
computing the probability of a sequence of words 
as a product of conditional probabilities of words 
with their context (1). Therefore the probability 
of a sequence of N words  is computed as 
follows: 
 
                                  (1) 
 

 

 

Considering that  is the i-th word of the 

sequence and Hi is its history. History classes are 

considered because computing the conditional 

probabilities for all possible histories is 

unrealizable. Language models (LMs) provide 

probability distributions  for each word 

 of the vocabulary and for each history class , 

including the null history. The probabilities 

 are computed on a training corpus. In 

practice their values and their precision depend 
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on the corpus, its appropriateness to the 

application domain, and its size. Indeed using a 

LM computed on a domain  gives poorer 

results than a LM computed on a different 

domain  when the application domain is . 

Furthermore, below a certain size, a corpus 

doesn’t contain enough data to compute correctly 

a LM. In practice, when developing a new 

application in a specific domain , the available 

corpus size could be insufficient. In such case a 

solution could be based on the utilization of a 

large amount of data coming from another 

domain . In order to get a sufficient amount of 

appropriate data for the new application, it is 

possible to adapt the data coming from  to the 

observations coming from . So language model 

(LM) adaptation is important in speech 

recognition in order to better deal with a variety 

of topics and styles 
Recently several generative methods in the line 
of latent semantic analysis have been proposed 
and used in LM adaptation, such as probabilistic 
latent semantic analysis (PLSA) [1], and LDA 
[2]. These existing approaches are based on the 
“bag of words” model to represent documents, 
where all the words are treated equally and no 
relation or association between words is 
considered. These methods are good at predicting 
the presence of words in the domain of the text, 
but not good enough to predict their exact 
location. The N-gram model complements these 
models by filling in the missing information – 
where exactly the content words should go. 
In this work, we define an appropriate 
confidence metric for each word to not only 
compensate these generative models' weakness 
(bag of words), but also control their association 
with N-gram model. The next section illustrates 
the adaptation framework. Section 3 briefly 
describes generative methods. Our proposed 
incorporating method described in Section 4 and 
5, followed by experiments results and 
conclusions in Section 6, 7. 
 

2.  SL M Adaptation Framework 
 

Two text corpora are considered: very large and 

general domain corpus, called background 

corpus, and small adaptation corpus that 

pertinent to the current recognition task. 

For any upcoming word, we have two distinct 

sources of information. A general task language 

model that appropriate for initializing and 

support the speech recognition, which may 

helpful for unseen words in current task. And the 

adaptation language model, which is extracts 

some specific information relevant to the current 

task. This information may take the form of 

Maxent constraints, topic identity, etc. 

The general idea is to dynamically modify the 

background statistical language model estimate 

on the basis of what information can be extracted 

from adaptation corpus. The adaptation 

information is incorporated in background 

language model. However; the adaptation 

procedure depends critically on the quality of the 

existing adaptation corpus.  
 

 

 
Figure1: General framework for SLM adaptation[3] 

 
The general SLM adaptation framework is 

depicted in Figure1. Tow text corpora are 

considered: a (small) adaptation corpus A, 

relevant to the current recognition task, and a 

(large) background corpus B, associated with a 

general task. 
 

3.  Generative Models 
 
A generative model for documents is based on 

simple probabilistic sampling rules that describe 

how words in documents might be generated on 

the basis of latent (random) variables. When 

fitting a generative model, the goal is to find the 
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best set of latent variables that can explain the 

observed data (i.e., observed words in 

documents), assuming that the model actually 

generated the data. Given the observed words in 

a set of documents, we would like to know what 

topic model is most likely to have generated the 

data. This involves inferring the probability 

distribution over words associated with each 

topic, the distribution over topics for each 

document, and, often, the topic responsible for 

generating each word.  

A variety of probabilistic topic models have been 

used to analyze the content of documents and the 

meaning of words [2, 4 - 8]. These models all 

use the same fundamental idea – that a document 

is a mixture of topics – but make slightly 

different statistical assumptions. Hofmann [7, 8] 

introduced the probabilistic topic approach to 

document modeling in his Probabilistic Latent 

Semantic Indexing method (pLSI; also known as 

the aspect model). The pLSI model does not 

make any assumptions about how the mixture 

weights are generated, making it difficult to test 

the generalizability of the model to new 

documents. Blei extended this model by 

introducing a Dirichlet prior on mixture weights, 

calling the resulting generative model Latent 

Dirichlet Allocation (LDA) [2]. As a conjugate 

prior for the multinomial, the Dirichlet 

distribution is a convenient choice as prior, 

simplifying the problem of statistical inference. 

PLSA and LDA represent two basic formulations 

of topic language models. Since they were 

proposed, many extensions of them have been 

made. See [9] for more information about some 

of their extensions. 

 

4. TF-IDF-Related Confidence 
Metric 

A drawback with PLSA and LDA language 

models is that compared to the N-gram it is a 

weak predictor of function words, and other 

common words with uniform distribution over 

contexts. But they perform well at predicting the 

occurrence of content words which are specific 

to a context, even if they have not occurred yet in 

the document. We propose a tf-idf-related 

confidence metric associated with each word that 

helps determine to what degree these models are 

effective at predicting that word. In order to 

integrate n-gram and PLSA or LDA 

probabilities, we introduced a tf-idf-related 

confidence measure for the PLSA or LDA 

component, based on the observation that words 

that occur in many different contexts cannot well 

be predicted by PLSA or LDA.  

tf-idf, term frequency–inverse document 

frequency, is a numerical statistic that reflects 

how prominent a word is to a document in a set 

or corpus.  

Thus, the confidence for term  is calculated by 

 

               (2) 

 

Where Z is for normalization. Several ways for 

clarifying the exact values of both statistics exist 

[10]. We use augmented frequency for , 

to avoid a bias towards longer documents, e.g. 

raw frequency divided by the maximum raw 

frequency of any term in the document: 

 

            (3) 

 

Where is the number of term t in the 

document . For reverse document frequency is 

a measure of whether the term is widespread or 

rare across all documents. It is found by dividing 

the total number of documents by the number of 

documents covering the term, and then taking the 

logarithm of that quotient. 

 

                         (4) 

 

With  is cardinality of D or the total number 

of documents in the corpus and 

is number of documents where 

the term    appears. Mathematically the base of 

the log function does not matter and constitutes a 

http://en.wikipedia.org/wiki/Document
http://en.wikipedia.org/wiki/Text_corpus
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constant multiplicative factor towards the overall 

result. 

Words that are very casual, occurring in many 

documents without regard to their content 

(uniform distribution) will get a very low 

confidence value, while words that are less 

casual (more discriminative), usually occurring 

with the same group of words, will get a higher 

confidence value.  

 

5. Incorporate PLSA or LDA 
Semantic Knowledge  to N-grams 

While the N-gram model is a worthy predictor of 

words, we want to assure that it contributes at 

least half the probability mass to predicting the 

next word. Therefore, we divide the confidence 

in half. Thus, for words that PLSA or LDA is 

very confident about predicting, high confidence, 

the PLSA or LDA and N-gram models will be 

about equally considered. 

 

                                           (5) 

 

We found simple linear mixture to be insufficient 

(Equation 6), partially because the PLSA or 

LDA estimator often predicts words that are 

syntactically forbidden. 

 

   

(6) 

 

We need a non-linear combination function that 

gives a much higher probability when the two 

models agree — that is, when the predicted word 

is both syntactically and semantically likely — 

and gives a low probability if either estimator 

believes a word unlikely. The combination 

scheme we favor is based on an intuition from 

maximum entropy model fitting by Iterated 

Proportional Scaling [11]. When the PLSA or 

LDA confidence is high, this function makes the 

N-gram and PLSA or LDA model to accept a 

word is likely in order to get a high resulting 

probability. When the PLSA or LDA confidence 

is low, the need for acceptance is reduced. 

 

 

(7)    
Where Z is a normalization parameter.  
 

6. Experimental Results 
 
We evaluated our speech recognition system on 
TFarsdat, a database of Persian conversational 
telephone speech [12]. This database consists of 
320 audio files spoken by 64 different speakers. 
Speakers have a wide variety of genders, ages 
and educations. They also cover 10 different 
Persian dialects. Number of different phones in 
this database considered as 30. 

The training set was adopted for HMM 
estimation with 52 dimensional PLP acoustic 
features. The HTK toolkit was used for context-
dependent (triphone) acoustic model training. In 
our setting, each phoneme was represented by a 
simple left-to-right 3 state HMM with 64 
Gaussian mixtures per state. Our train set for 
ASR, has 25k words and 4k sentences, and our 
test set has 11k words and 2k sentences.  

Background corpus is the FARSDAT [13] text 
corpus with about 38K words and 4.5k sentences 
was used to train baseline Kneser-Ney back-off 
trigram. And adaptation corpus is the text of 1k 
words and 0.1k sentences of acoustic train set. 
We trained our adaptation models (PLSA & 
LDA) on adaptation corpus and combined them 
with our baseline model by proposed tf-idf-
related interpolation technique.  

TABLE 1. PERSIAN SPEECH RECOGNITION ACCARACY RESULTS      

baseline 
(Trigram) 

linear 
interpolation 

tf-idf-related 

non-linear 

mixture 

tf-idf-related 

linear 

mixture  
51.81 67.95 - - 

Trigram + 
Trigram 

51.81 67.28 67.91 68.54 Trigram  

+PLSA 
51.81 69.41 70.06 71.63  Trigram + 

LDA 



  

© 2014,   IJOCIT All Rights Reserved                                                                                                                                   Page 534 
 

International Journal of Computer & Information Technologies (IJOCIT) 

Corresponding Author:    Seyed Mahdi Hoseini   

November, 2014                                                   Volume 2, Issue 04 

 

 
 

Table I shows Persian speech recognition 
accuracy rates. The baseline system is made by 
Kneser-Ney back-off trigram model trained on 
background corpus. All trigrams in table I are 
Kneser-Ney back-off. Semantic information 
extracted by PLSA and LDA models from 
adaptation corpus is integrated to background 
trigram. Proposed incorporation methods and 
simple interpolation results have shown in table I 
for better comparison. Accuracy of linear 
interpolation of local adaptation information 
(adaptation corpus trigram) and general 
background model is added to show the 
importance of inserting   Semantic nonlocal 
information (Semantic). Table I shows that tf-idf-
related nonlinear incorporation method 
outperforms others. 

 
7. Conclusion 

 
An adaptive language model seeks to retain a 
sufficient representation of the domain under 
varying conditions involving potential variations 
in vocabulary, syntax, content, and style. This 
involves collecting up-to-date information about 
the current recognition task, whether a priori or 
possibly during the recognition process itself, 
and dynamically modifying the language model 
statistics according to this information. 
In this paper we obtain our semantic knowledge 
from popular generative models (PLSA & LDA).  
We have shown efficient tf-idf-related 
incorporating method that can significantly 
increase the performance of a language model 
with semantic information. Our semantic 
confidence measure improved performance by 
accurately predicting when a semantic model 
would be beneficial. Finally, a maximum entropy 
model fitting combination of evidence favors 
situations where the two orthogonal models 
agree. 
In the experiments on continuous speech 
recognition, we obtained desirable improvements 
of recognition accuracy.  
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